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ABSTRACT 
 

Chronic Kidney Disease (CKD) is a global health concern with a rising prevalence 
that necessitates early and accurate diagnosis for effective management. This study 
proposes the application of Machine Learning (ML), specifically Support Vector Machine 
(SVM), to classify CKD based on health care records. Leveraging a comprehensive dataset 
of patient health records, including clinical and demographic information, the research 
aims to develop a predictive model that can assist in the timely identification of individuals 
at risk of CKD. The methodology involves preprocessing the health care records, extracting 
relevant features, and implementing the SVM algorithm for classification. The dataset is 
divided into training and testing sets to evaluate the model's performance.  The SVM 
classification model that was developed after going through the data preprocessing process 
produced results that were good enough to be able to classify whether a patient was 
diagnosed with CKD or not with an accuracy level of 98% and a total of 400 lines of data 
and 25 features. 
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INTRODUCTION  

Chronic kidney failure is a progressive and slow development of kidney failure, and 
usually lasts for one year. The kidneys lose the ability to maintain the volume and 
composition of body fluids under normal food intake (Slyvia Anderson et al., 2006). Chronic 
Kidney Disease in the world is currently increasing and becoming a serious health 
problem, the results of the 2010 Global Burden of Disease research, chronic kidney disease 
was the 27th leading cause of death in the world in 1990 and increased to 18th in 2010. 
In 2013, as many as 2 per 1000 population or 499,800 Indonesians suffered from kidney 
failure. As many as 6 per 1000 population or 1,499,400 Indonesians suffer from kidney 
stones (Kemenkes, 2013).  

Chronic kidney disease (CKD) arises from many heterogeneous disease pathways 
that alter the function and structure of the kidney irreversibly, over months or years. The 
diagnosis of CKD rests on establishing a chronic reduction in kidney function and 
structural kidney damage. The best available indicator of overall kidney function is 
glomerular filtration rate (GFR), which equals the total amount of fluid filtered through all 
of the functioning nephrons per unit of time. Generally, CKD is caused by diffuse and 
chronic intrinsic kidney disease. Glomerulonephritis, essential hypertension, and 
pyelonephritis are the most common causes of chronic renal failure, accounting for 
approximately 60% (Sukandar, 2006).  

The burden of CKD is substantial. According to WHO global health estimates, 864 
226 deaths (or 1·5% of deaths worldwide) were attributable to this condition in 2012. 
Ranked fourteenth in the list of leading causes of death, CKD accounted for 12·2 deaths 
per 100 000 people. Since 1990, only deaths from complications of HIV infection have 
increased at a faster rate than deaths from CKD. Projections from the Global Health 
Observatory suggest that although the death rate from HIV will decrease in the next 15 
years, the death rate from CKD will continue to increase to reach 14 per 100 000 people 
by 2030. CKD is also associated with substantial morbidity. Worldwide, CKD accounted 
for 2 968 600 (1·1%) of disability-adjusted life-years and 2 546 700 (1·3%) of life-years lost 
in 2012 (figure 1) (Webster et al., 2017).  

 

Figure 1. Proportion of total mortality attributed to kidney disease (Webster et al., 2017) 
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Kidney failure can be caused by age, gender, and a history of diseases such as 
diabetes, hypertension or other metabolic disorders which can cause a decrease in kidney 
function. In addition, misuse of analgesic drugs and NSAIDs, both over the counter and 
prescribed by doctors, for years can trigger the risk of papillary necrosis and chronic 
kidney failure. Smoking habits and the use of energy supplement drinks can also cause 
kidney failure (Pranandari & Supadmi, 2015). 

Medical record data that has been accumulated over time to become big data can 
be used as a tool to develop a classification model later. Classification is one of several 
data mining techniques for making predictions, where the predicted value is in the form of 
a label (target variable) (Septhya et al., 2023). Machine learning will be used using the 
Support Vector Machine method to produce a model that can help classify patient illnesses 
based on the input medical records. 

The Support Vector Machine (SVM) algorithm works to obtain test prediction 
results, where the results of predictions for testing are obtained from groups in the form 
of feature vectors (Muhammad Prasetyo et al., 2022). Support Vector Machine (SVM) is a 
selection technique that produces results with the highest level of classification accuracy 
by comparing a set of standard parameters with discrete values called the candidate set 
(Suhardjono et al., 2019). The advantage of Support Vector Machine (SVM) is that it is a 
popular method and very suitable for classification because it does not depend on the 
number of attributes and can solve dimensional problems. Computationally, Support 
Vector Machine (SVM) can carry out training quickly and also its learning techniques can 
deal with difficulties in doubt (Purwaningsih, 2016). 

This research was carried out in order to create a classification model using the 
Support Vector Machine method with a good level of accuracy so that it can help doctors 
in diagnosing patients. The final decision remains in the hands of the doctor in determining 
the diagnosis that will be given to the patient, but using this model will be able to help the 
doctor in translating the variables in the patient's medical record into information. 

 

RESULT AND DISCUSSION 

There are several stages that must be implemented to be able to produce a model 
with a good level of accuracy and is quite reliable. The distribution of training data and 
test data is divided into 75 and 25 with a total of 400 rows of records. The next step is to 
create a Support Vector Machine (SVM) algorithm model which is then continued by 
running the model with training data. Then the test data predicts the results, the actual 
test data results are compared with the predicted results so as to obtain the level of 
accuracy of the predicted results.  
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Figure 2. research flow 

a) Data Collection 
In this research, the main data was obtained by reviewing the chronic kidney 
disease data on the Kaggle.com page. The data that will be used as a data set in 
this research is 400 rows. The data is processed to obtain a list of people who 
have the potential to suffer from kidney failure. 

 

Table 1. Chronic Kidney Disease Data set 

 
 

  
 
 
 
 
b) Pre-Processing Data 

Data preprocessing is a process of raw data for other processing operations. The 
data preprocessing stage deletes data that is null or empty and changes the data 
to be more structured using the implementation of data cleaning and data 
transformation. This step is responsible for making the data to be processed 
more structured and making the modeling process smoother.  

 
c) Feature Selection 

Feature selection aims to select features that are influential and exclude features 
that have no influence in a modeling or data analysis activity. Using feature 
selection techniques reduces the number of features used for learning and selects 
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high discrimination features in the feature selection process. Additionally, feature 
selection helps improve accuracy by selecting optimal features (Lee et al., 2017). 

Table 2. Feature Selection from Data Set of Chronic Kidney Disease 

 
  

 
d) Support Vector Machine 

It is a technique that makes predictions for classification or regression (Neneng et 

al., 2021). The classification process has two steps, namely the testing process and the 

training process (Chazar & Erawan, 2020). The training process is used to create a model 

for a test set.  The basic principle of Support Vector Machine classification is linearly 
separating, but SVM has developed so that it can work on non-linear problems by 
optimizing the kernel function with a hyperplane which can maximize the distance 
(margin) between data classes. Hyperplane SVM is denoted: 
 

𝑓(𝑥) = 𝑤2 𝑥 + b 
 

e) Evaluation Model 
At this stage, the method is evaluated by measuring the performance of the 
Support Vector Machine (SVM). This method was evaluated by comparing the 
accuracy level of the algorithm using 75:25 data splitting. To calculate the error 
value of the classification method, a confusion matrix is used so that the 
performance of the classification method can be evaluated. 

 

 

Figure 3. Confusion Matrix SVM 
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CONCLUSION 

The success of the proposed Support Vector Machine algorithm in this research is 
measured based on the accuracy value. Based on the test results using 400 rows of data 
with a 75:25 division of training data and test data, it produces an accuracy value of 98%, 
a precision value of 100%, a recall value of 96%, and an F-measure value of 98%. The 
results of developing a machine learning model using the support vector machine method 

are considered good enough to help classify whether a patient is diagnosed with chronic 
kidney failure or not based on the input medical record data. This research can be 
developed further by using a more comprehensive data set with a larger amount of data 
and more complex features to ensure the model developed is truly reliable.  
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